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Abstract 

Background and 

Aim of Study: 

Implementing artificial intelligence (AI) in various areas of human activity is an 

avalanche-like process. This situation has raised questions about the feasibility 

and regulation of AI use that require justification, particularly in the context of 

scientific research. 

The aim of the study: to identify the extent to which AI-based chatbots can meet 

ethical standards when analysing academic publications, given their current level 

of development. 

Material and Methods: The present study employed various theoretical methods, including analysis, 

synthesis, comparison, and generalisation of experimental studies and published 

data, to evaluate ChatGPT’s capacity to adhere to fundamental ethical principles 

when analysing academic publications. 

Results: The present study characterised the possibilities of using AI for academic 

research and publication preparation. The paper analysed a case of text 

generation by ChatGPT and found that the information generated by the chatbot 

was falsified. This fact and other similar data described in publications indicate 

that ChatGPT has a policy to generate information on request at any cost. This 

completely disregards the reliability of such information, the copyright of its 

owners and the basic ethical standards for analysing academic publications 

established within the scientific community. 

Conclusions: It is becoming increasingly clear that AI and the various tools based on it will 

evolve rapidly and have qualities more and more similar to human intelligence. 

We believe the main danger lies in losing control of this AI development process. 

The rapid development of negative qualities in AI, such as selfishness, 

deceitfulness and aggressiveness, which were previously thought to be unique to 

humans, may in the future generate in AI the idea of achieving superiority over 

humans. In this context, lying and violating ethical standards when analysing 

academic publications seem like innocent, childish pranks at the early stages of 

AI development. The results are important in drawing the attention of developers, 

scientists, and the general public to the problems of AI and developing specific 

standards, norms, and rules for its use in various fields. 
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